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ABSTRACT 
In this research we did quantification of contrast level for various general  and  biomedical images. Here we 

considered two novel techniques under evaluation first one is Histogram Flatness Measure (HFM) and second 

one is Histogram Spread (HS). In case of HFM the values of the measure are found to be inconsistent in the 

sense that even for low contrast images also the value of HFM are higher than original images being 

inconsistent to identify whether it is high contrast or low contrast image with respect to original image. When it 

comes to HS the values of the measure are coming as for high contrast images high values of HS and low 

contrast images low values of HS with respected to the value of Original Image. Here we observed the values in 

terms of taking the images of high contrast at certain level to fully high contrast (histogram equalized images). 

For all the high contrast images HS found to be high values and low contrast images HS found to be low values 

and being highly consistent and specifically useful than HFM. The standardization of HS can be useful in 

database management, visualization, image classification. As par the images we put into application for the 

evaluation of Novel metric ‘HS’, then we may standardize the notion “High contrast high value and low contrast 

low value”. Then we did want to analyze the images of high contrast which follow the notion along with images 

of histogram equalized high contrast images for every image under consideration, in terms of image contrast 

enhancement Image Quality Assessment (IQA) measures, and we would like to find out the image whether if it 

is higher level of high contrast or lower level of high contrast with respected to the fully high contrast 

(histogram equalized) image, so that we can have an idea of the given partially high contrast (towards histogram 

equalization) image that how much near it is to Fully high contrast image. One advantage of this observation is 

that, if the image is high contrast and if it is far from fully high contrast image, then we can become cautious 

especially In the case of Biomedical Images, Cosmological images that the images have to be carefully 

preserved. Here we have found the Computational time in milliseconds for each IQA measure  for all the images 

so that we can have an idea of which measure we can choose for any hardware design of the performance 

measure by using tradeoffs basing on the required application of interest of any high speed Digital Image 

Processor Hardware Implementation for any Real time Medical Device. The image quality measures we 

considered are Peak Signal–to-Noise-Ratio (PSNR), Mean Absolute Error (MAE), Absolute Mean Brightness 

Error (AMBE), Signal to Noise Ratio (SNR), Contrast to Noise Ratio (CNR), Universal Quality Index (UQI), 

Noise Quality Measure (NQM), Structural SIMilarity (SSIM), Mean SSIM(MSSIM), Information Fidelity 

Criterion(IFC), Visual Information Fidelity (VIF), Visual Information Fidelity in Pixel Domain (VIFP), Visual 

Signal-to-Noise Ratio (VSNR), Wavelets Based SNR (WSNR), Feature similarity Metric (FSIM), Riesz 

Transform FSIM (RFSIM). One more observation we made is that partially high contrast images are having low 

computational time of performance metrics when compared to fully high contrast (histogram equalized) images. 

So in some applications, where no need of fully high contrast images, we can utilize these reasonably high 

contrast  images instead of fully high contrast images for reducing the computational time and also it is highly 

useful in the case of Digital Image Processing hardware design for saving time and to get a high speed 

processor, which is highly useful observation. All the research is done in MATLAB 

8.3 R2014a programming. 

 

KEYWORDS: Image contrast enhancement, histogram equalization, HS, HFM, Image Quality Assessment 

(IQA), MAE, PSNR, AMBR, RFSIM, WSNR, MATLAB.  
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INTRODUCTION 
Image contrast enhancement techniques play an important role to improve the visual appearance of a digital 

image so that extracting image details becomes easy. These techniques have varied applications in medical 

image processing like detection of cancers, tumors etc., seismic exploration, video processing, camera and 

surveillance. Image enhancement process consist of a collection of techniques that seek to improve the visual 

appearance of an image or to convert the image to a form better suited for analysis by a human or machine. 

Image enhancement means as the improvement of an image appearance by increasing dominance of some 

features or by decreasing ambiguity between different regions of the image. The objective of enhancement is to 

process an image so that the result is more suitable than the original image for a specific application. Image 

enhancement is one of the most interesting and visually appealing areas of image processing. Image 

enhancement is broadly divided into two categories: spatial domain methods and frequency domain methods. 

Image enhancement, which is one of the significant techniques in digital image processing, plays important roles 

in many fields, such as medical image analysis, remote sensing, high definition television (HDTV), hyper 

spectral image processing, industrial X-ray image processing, microscopic imaging etc [1,14]. Image 

enhancement is a processing on image in order to make it more appropriate for certain applications. It is mainly 

utilized to improve the visual effects and the clarity of the image, or to make the original image more conducive 

for computer to process. Generally, an image may have poor dynamic range or distortion due to the poor quality 

of the imaging devices or the adverse external conditions at the time of acquisition. The contrast enhancement is 

one of the  commonly 

  

used image enhancement methods. Many methods for image contrast enhancement have been proposed which 

can be broadly categorized into two methods: direct methods and indirect methods [1,14]. Among the indirect 

methods, the histogram modification techniques have been widely utilized because of its simplicity and 

explicitness [13]. Contrast enhancement changing the pixels intensity of the input image to utilize maximum 

possible bins [7]. Contrast enhancement is based on five techniques such as local, global, partial, bright and dark 

contrast. Main problem is to identity whether the contrast enhancement is needed for the images or not. Contrast 

enhancement of a good image many lead to an overexposed or saturated image [8, 9]. So we need a  metric 

which can effectively quantify the contrast and thereby discriminate the good and poor contrast images [12]. So 

we have considered two proposed methods under evaluation; to identify which one is best for developing a sure 

approach and to develop a notion of “low contrast low value and high contrast high value”. The approaches we 

have considered are histogram flatness measure (HFM) and histogram spread (HS). We did extensive 

application of general and biomedical images and HS found to be best and sure approach as a performance 

metric which follows the notion “low contrast low value; high contrast high value”. Then we consider most 

important Image Quality Assessment (IQA) Measures for observing the quality of each image, and we also 

observed the computational time for each method. We did some analysis on these measures and we made some 

highly useful conclusions on hardware implementations of Digital Image Processors. 

 

This research is organized in this way: Section II explains about mathematical analysis of HFM, HS metrics. 

Section III analyzes the mathematics behind the Image Quality Assessment Measures. Section IV provides the 

MATLAB simulation results for HFM, HS & for all IQA measures, Computational time; and critical analysis on 

the observed results is made. We made advanced conclusions and provided in section V. 

 

HISTOGRAM FLATNESS MEASURE (HFM) and HISTOGRAM SPREAD (HS) 
Image quality assessment in digital domain is critical [2,3] in all applications of image processing. Image 

enhancement provides to enhance the apparent visual quality of an image or emphasize certain features based 

on the knowledge of source of degradation [4,5]. Image  contrast is an important feature of image 

enhancement. Here in this research we have taken into consideration of two novel methods under evaluation 

and applied on some images. Those two novel techniques under evaluation are [9,10] 

1. Histogram Flatness Measure (HFM) 

2. Histogram Spread (HS) 

These two we have utilized for image contrast enhancement performance analysis to have a quantifying 

measure for the notion “low contrast low value; high contrast high value”. These two techniques HFM and 

HS are based on the statistical parameters of image histogram like geometric mean, quartile distance and 

range. 
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𝑖=1 

 

Histogram Flatness Measure (HFM): 

It follows in parallel to Spectral Flatness Measure. For our images of interest digital images, we define here 

HFM as [9,10] 

HFM = (geometric mean of histogram count) / (arithmetic mean of histogram count) 

 

xi – Histogram count for the i
th 

histogram bin n 

– Total number of histogram bins 

As per the formula HFM € [0, 1]; and also it is clear that low contrast images have low value of HFM with 

respect to high contrast images. 

Histogram Spread (HS): 

HS = (Quartile Distance of Histogram)/(Possible Range of Pixel Values) 

= [(3
rd 

Quartile – 1
st 

Quartile) of Histogram] / [(maximum – minimum) of the pixel value range] 

3
rd 

quartile means that histogram bins at which cumulative histogram has 75% of the maximum value 

1
st 

quartile means that histogram bins at which cumulative histogram have 25% of the maximum value 

Range is the difference between the possible maximum and minimum intensities of the image. HS [9,10] ranges 

from (0, 1]; for unimodal to multimodal histograms. It is clear that low contrast images have low value of HS 

with respect to high contrast images. 

 

IMAGE QUALITY ASSESSMENT MEASURES 
Here in this research we considered various image quality measures. We put into application of these measures 

for all the images we put into application of HS and HFM. The measures are [1,6,11] 

Peak Signal–to-Noise-Ratio (PSNR), Mean Absolute Error (MAE), Absolute Mean Brightness Error (AMBE), 

Signal to Noise Ratio (SNR), Contrast to Noise Ratio (CNR), Universal Quality Index (UQI), Noise Quality 

Measure (NQM), Structural SIMilarity (SSIM), Mean SSIM(MSSIM), Information Fidelity Criterion(IFC), 

Visual Information Fidelity (VIF), Visual Information Fidelity in Pixel Domain (VIFP), Visual Signal-to-Noise 

Ratio (VSNR), Wavelets Based SNR (WSNR), Feature similarity Metric (FSIM), Riesz Transform FSIM 

(RFSIM). 

As all of these measures are highly standard, well known and some may be complicated to utilize, and all these 

are frequently used Image Quality Assessment Measures, here we are providing some descriptions along with 

formulations for some of these measures. 

Peak-Signal-to-Noise-Ratio (PSNR): 

If there is an input image X (i, j), and a processed image Y (i, j), M×N image size Then calculate first Mean 

Square Error (MSE), 
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Absolute Mean Brightness Error (AMBE): 

 
XM – mean of input image X = {x(i,j)} 

YM – mean of output image Y = {y(i,j)} 

Low value of AMBE represents better brightness preservation. 

 

Structured SIMilarity index (SSIM): 

It is also useful to measure similarity between two images. It is a full reference metric for the measuring of 

image quality based on an initial image as reference. If µx is mean of image x, µy is mean of y; σx, σy, are 

standard deviations of images x, y; then σxy square root of covariance of image x and y and C1, C2 are 

constants. 

(5) 

Mean Absolute Error: 

                        (6) 

M×N is size of the image; r and e are reference image and contrast image respectively, n(i, j) = r(i, j) – e(i, j). 

Low value represents better quality of image. 

 

Contrast-to-Noise Ratio 

                                                      (7) 

                                              (8) 

                                             (9) 

                   (10) 

M×N is size of the image; r and e are reference image and contrast image respectively, n(i, j) = r(i, j) – e(i, j). 
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SIMULATION RESULTS ANALYSIS CALCULATION OF ‘HFM & HS’ 

 

 

(a) (b) (c) (d) 

Figure 1 Brain Image (a) Original Image (b) Low Contrast Dark Image (c) Low Contrast Bright Image (d) 

High Contrast, towards to histogram equalization 

 
(a)                                                                                                          (b) 

 

(a)                                      (b) 

 

Figure 2 Brain Image Histograms (a) Original Image (b) Low Contrast Dark Image (c) Low Contrast Bright 

Image (d)High Contrast, towards histogram equalization 

 
(a)          (b)      (c)      (d) 

Figure 3 Retinal Image (a) Original Image (b) Low Contrast Dark Image (c) Low Contrast Bright Image 

(d) High Contrast, towards histogram equalization 
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Figure 4 Retinal Image Histograms (a) Original Image (b) Low Contrast Dark Image (c) Low Contrast 

Bright Image(d) High Contrast, towards histogram equalization 

Figure 5 Einstein Image 1 (a) Original Image (b) Low Contrast Dark Image (c) Low Contrast Bright Image 

(d) High Contrast, towards histogram equalization 

 

Figure 6 Einstein Image 1 Histograms (a) Original Image Histogram (b) High Contrast, towards histogram 

equalization 
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(a) (b) (c) (d) (e) 

 

(f) (g) (h) (i) (j) 

Figure 7 Various Images considered for evaluation of HS and HFM; and also for Performance measures 

(a) brain image 1 (b) brain image 2 ( c) Brain Shepp-Logan phantom image (d) Lena Image (e) cycle tree 

cave image (f) Flowers diagram image (g) building street image (h)Taj mahal image (i) tower of Pisa (j) 

Einstein image 2 

Table 1 Histogram Flatness Measure (HFM) For Test Images for Different Contrast Condition 
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Table 2 Histogram Spread (HS) for test images for different contrast condition 

 

CALCULATION OF IMAGE QUALITY ASSESSMENT (IQA) MEASURES 

Table 3 MATLAB IQA measures calculations for the image: Brain Phantom. Computational Times observed 

for High contrast, towards histogram equalization; and for fully High contrast, histogram equalized image. 
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Figure 8 MATLAB computational time Performance for the image: Brain Phantom. Computational Times 

observed for High contrast, towards histogram equalization (first bar); and for fully High contrast, histogram 

equalized image (second bar).  We can observe that computational time for fully high contrast is more. 

 

 
Table 4 MATLAB IQA measures calculations for the image: Cycle tree cave. Computational Times observed 

for High contrast, towards histogram equalization; and for fully High contrast, histogram equalized image. 
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Figure 9 MATLAB computational time Performance for the image: Cycle tree cave. Computational Times 

observed for High contrast, towards histogram equalization (first bar); and for fully High contrast, histogram 

equalized image (second bar).  We can observe that computational time for fully high contrast is more. 

 

 
Table 5 MATLAB IQA measures calculations for the image: Tajmahal. Computational Times observed for 

High contrast, towards histogram equalization; and for fully High contrast, histogram equalized image. 
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Figure 10 MATLAB computational time Performance for the image: Tajmahal. Computational Times 

observed for High contrast, towards histogram equalization (first bar); and for fully High contrast, histogram 

equalized image (second bar).  We can observe that computational time for fully high contrast is more. 

 
In this research we did programming using MATLAB 8.3 R2014a. Here we considered 13 different images for 

the assessment of two novel metrics under evaluation for image contrast enhancement. Here the way we 

considered these measures in such a way of images of various levels of high contrast. We considered images for 

low contrast (dark), Low contrast (bright), and images of high contrast of different levels of contrast one is 

partially high contrast in the sense that towards histogram equalization, and fully high contrast images which are 

histogram equalized images. The two novel techniques are Histogram Flatness Measure (HFM) and Histogram 

Spread (HS). Here we are providing histograms and towards equalization histograms for only 3 images as 

examples for description purposes from Figure 1 to Figure 6. In Figure 7 we provided all the images we 

considered for this research. The results of the observations of HFM and HS are tabulated in Table 1 and Table 

2 respectively. As per the theory of HFM explained in section II, it is clear that low contrast images must have 

low value of HFM. But if we observe the Table 1, it is observed that for some of the images we are getting high 

values of HFM even in the case of low contrast images than original images. As per theory explained in section 

II for HS, it is also true that in case of HS also low contrast images get low value of HS with respect to original 

image. From the Table 2, for all the considered images we could clearly observe that low contrast images are 

getting low values of HS and high contrast images are getting high values of HS. Hence HS may work as a 

cutoff metric between low contrast and high contrast images and hence we can develop the standard notion 

“High contrast high value and low contrast low value”. After assessing HFM and HS, we considered various 

Image Quality Assessment (IQA) measures for all the images under test. Instead of providing IQA values of all 

the images under test, here we tabulated the IQA measures for only 3 images: Brain Phantom, Cycle tree cave, 

Tajmahal images in Table 3, Table 4, and Table 5 for description purposes as example results. Here we  can 

easily observe that basing on contrast increase the values of Peak Signal–to-Noise-Ratio (PSNR), Signal to 

Noise Ratio (SNR), Contrast to Noise Ratio (CNR), Universal Quality Index (UQI), Noise Quality Measure 

(NQM), Structural SIMilarity (SSIM), Mean SSIM(MSSIM), Information Fidelity Criterion(IFC), Visual 

Information Fidelity (VIF), Visual Information Fidelity in Pixel Domain (VIFP), Visual Signal-to-Noise Ratio 

(VSNR), Wavelets Based SNR (WSNR), Feature similarity Metric (FSIM), Riesz Transform FSIM (RFSIM) 

are increasing. Mean Absolute Error (MAE), Absolute Mean Brightness Error (AMBE) are decreasing. Here we 

can make a clear observation that a partially high contrast image is having less values of Peak Signal–to-Noise-

Ratio (PSNR), Signal to Noise Ratio (SNR), Contrast to Noise Ratio (CNR), Universal Quality Index (UQI), 

Noise Quality Measure (NQM), Structural SIMilarity (SSIM), Mean SSIM(MSSIM), Information Fidelity 

Criterion(IFC), Visual Information Fidelity (VIF), Visual Information Fidelity in Pixel Domain (VIFP), Visual 

Signal-to-Noise Ratio (VSNR), Wavelets Based SNR (WSNR), Feature similarity Metric (FSIM), Riesz 

Transform FSIM (RFSIM) when compared to fully high contrast images. From these values we can be clear that 

how far away or how near from the fully high contrast image is this given partially high contrast image. If it is 
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far away from the fully high contrast image we can be cautious to preserve the image  carefully  to  avoid  any  

further  noisy  conditions.  This  situation  can  be  applicable  to 

  

preserve partially high contrast images of biomedical images, cosmological images. We have calculated 

computational times for all the IQA measures for partially high contrast and fully high contrast images. He we 

can observe that some of these IQA measures are taking less time when compared to others, which is highly 

useful result when we are implementing Digital Image Processing hardware. In such situation if we need to 

implement basing on various tradeoffs basing on the constraints of software and hardware of the implementation 

and speed, area constraints of the implementation, we can choose the best IQA measure for cost effective and 

speed, area, power constraint DIP processor. Such application is highly useful in high speed, cost effective, 

highly reliable implementations of real time biomedical micro devices. One more observation we can make 

from the Table 3, Table 4 and Table 5 is partially high contrast (towards histogram equalization) images are 

having low value of computational time when compared to the time taken by full high contrast images. This 

observation can be highly useful when partially high contrast images are sufficient for the application than fully 

high contrast images, so that in such applications where we can implement high speed Digital Image Processor 

by utilizing partially high contrast images, instead of fully high contrast images. The computational time 

analysis is done in bar graphical format in Figure 8, Figure 9, and Figure 10 for direct visual observation and 

ease of observation. It is clear that fully high contrast images  are taking much time. 

 

CONCLUSION & FUTURE RESEARCH 

Here we considered two novel techniques HFM and HS for image contrast enhancement. HS is found to be 

highly consistent. Then we observed various Image Quality Assessment measures for all the images under test. 

We calculated computational time for all the IQA metrics for all the images. Here in this research we may come 

to the following 5 conclusions: (1) HS is highly consistent and we may develop the standard notion “high 

contrast high value, low contrast low value”. (2) HS works as a cutoff between low contrast images and high 

contrast images and highly useful for whether to enhance the image or not. (3) Computational time for all the 

IQA measures found to be useful in implementing best optimized speed, cost-effective, area, and power utilizing 

digital image processor for real time biomedical micro devices. (4) Partially high contrast images are taking less 

computational time than fully high contrast images. This result is highly useful in applications of 

implementation of high speed Digital Image Processor micro device where partially high contrast images are 

sufficient. (5) Basing on the IQA values of the images, we can observe that how far in contrast the given high 

contrast image is with respect to fully contrast image so that, if too far away from fully high contrast image we 

can be cautious to preserve the image carefully to avoid any exposure to further noise. Such observation is 

highly useful in biomedical images, cosmological images. 

As far as the future research concerned we would like to implement the HS hardware design in Xilinx FPGAs, 

standard Cell based custom design and would like to observe the tradeoffs in design and implementation in 

terms of speed, area and power utilization. 
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